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As the volume of data continues to expand, there has been a significant transformation in

computational techniques and statistical methods used for data processing and analysis. This

shift in the analytical data paradigm, moving from explicit to implicit, has opened up new

possibilities for extracting insights and knowledge from data. By adopting a prospective

approach, the value of new observations can be determined based on the underlying

relationship between input and output variables. Data preparation plays a crucial role in

predictive analytics, as high-quality data meeting specific criteria is essential for conducting

accurate and reliable analyses. In the era before digital computers, data quality played a

significant role in strategic decision-making and planning. However, one common challenge

encountered during data analysis is the incompleteness of the raw data, often caused by

missing values. The presence of missing data compromises the accuracy of predictive

analyses derived from such datasets. This paper aims to address the issues associated with

data quality in predictive analytics by conducting a comprehensive literature review of

relevant research based on bibliometrics analysis by using R programming. Furthermore, the

paper will explore the potential challenges and future directions in the field of predictive

analytics concerning data quality problems.
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1. Introduction

At present, the data environment is growing in terms of complexity, size, and

resolution. The ability to utilize available data and information for decision-making

is needed to overcome multidisciplinary problems. A good understanding of data

science is needed to successfully synthesize heterogeneous data from various

sources to support holistic analysis and the extraction of new knowledge, which

became known as predictive analytics [1]. The amount of data will grow very

rapidly in the next few years, in line with the existence of emerging technologies

and all devices. addressing the fact that 90% of the data is currently made in recent

years This will be a trend that will continue in the future [2].

In the age of digital computing, the organization's primary focus is on the

optimization of its technological infrastructure. It is imperative that companies

could plan for unforeseen demands in international operations. Businesses are

motivated to overcome the data that is produced at every turn by the competitive

environment in which they operate. It is necessary to have data to acquire the

knowledge required for the business expansion model. The field of predictive

analytics employs several different algorithms to search through a collection of

data for distinct patterns that can indicate productive behavior for commercial

solutions [3].

The most difficult part of using predictive analytics is preparing the data to be

analyzed. This is because the analysis process cannot be performed directly on raw

data. An analyst is required to carry out the preprocessing stage to obtain data that

is prepared for usage in the predictive analytics phase [3]. It is essential to have

quality data if one is going to perform quality data analytics. The success of an

organization is directly proportional to the quality of its data and the analytical

methods it employs. It will provide highly essential insights, as well as assistance

in making judgments about smart decisions [4].

Based on searches with the string “Data AND Quality AND Predictive AND

Analytics” in the Scopus database with the limitation of 2012 – 2022 and the source

of articles from journals or conferences obtained 1165 articles where an Annual

Growth Rate 39.29% with the number of authors 3849.

Figure 1 Annual Scientific Production

Figure 1 shows that the amount of research related to data quality and predictive

analytics is growing quite rapidly between 2020 and 2021, when big data, AI, and

machine learning technologies are growing too. Data quality is a key factor

affecting data assessment and is still being ignored. Data quality is an integrated

and diverse concept that requires knowledge of many data characteristics [5]. One

problem that arises related to data quality is completeness. There are also many
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cases where databases are found where half of the dataset is missing. So, it is very

difficult to mine data because the available analytical methods only work with

complete data [6]. Figure 2 is historiography that involves constructing a

chronological overview of publications in a specific research field or topic about

quality data and predictive analytics. It provides a visual representation of the

temporal evolution of research and helps identify key milestones, trends, and shifts

in the field over time.

Figure 2 Historiograph

Research related to data quality and predictive analytics has been underway

since 2015 but will expand by 2020. One of the issues discussed in this study is the

problem of missing data. Recent research on missing data has been done enough to

produce accurate methods in imputation as done by researchers in previous studies

[7]–[11].

Incomplete data can affect the results of data prediction systems [12], [13]. The

impact of incomplete data, for example, the presence of missing data in quantitative

research, can be serious, leading to biased parameter estimates, information loss,

increased standard errors, and weak generalizations of findings as results [14].

Most of the research related to data quality review in the context of predictive

analytics has not utilized bibliometric analysis. The main contribution of this paper

is identifying the problems related to the quality of data in predictive analytics

through a literature review of related research based on bibliometrics analysis by

using R programming. Additionally, it will present the challenges and directions

that may occur in the domain of predictive analytics with the existence of data

quality.

2. Materials and Methods

Research related to predictive analytics is associated with data quality issues

and contains several studies on data analytics, predictive analytics, and data quality.

2.1. Data Analytics

Data analytics is a multidisciplinary science (theory, technology, and process)

that quantitatively and qualitatively examines data to draw new conclusions or

insights (exploratory or predictive) or to extract and prove (confirm or based on

facts) about information for decision-making and action [15]. The objectives of

analytical data are prediction and information.

The growing availability of data, whether from sensor networks or through

interactions between humans and computers, gives rise to new kinds of information
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systems, in which data analytics play a significant part [16]. To assist them in

decision-making, corporations have utilized a wide variety of tools and strategies,

each of which possesses a unique level of intelligence and sophistication. Because

of the development of more sophisticated methods of analysis, businesses are now

able to begin proactive decision-making with predictive and prescriptive analysis.

This allows them to answer questions regarding why something occurred, what

might occur in the future, and how a problem can be solved [17].

In the past forty years, there has been a shift from the analysis of data on small

and simple data, along with the testing of hypotheses, to the analysis of data on vast

and complicated data, intending to discover knowledge and insights without the

need for hypotheses. This has led to changes in data trends from the explicit era

towards the implicit era, as seen in Figure 3 [15].

Figure 3 Explicit-to-implicit analytics spectrum and evolution [15]

Figure 4 Three Levels of Analytics and Their Enabling Techniques [18]
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Data analytics has become a very important and challenging problem in

scientific disciplines such as computer science, biology, medicine, finance, and

internal security. The existence of a paradigm shift from explicit to implicit

becomes an inseparable part of the grouping of analytic data categories, namely

descriptive analytic, predictive analytic, and prescriptive analytic [1]. A tabular

illustration of the three levels of hierarchy that may be found in analytics is shown

in Figure 4, along with the questions that are answered and the techniques that are

employed at each level. As can be observed, the most important factor in the

success of predictive analytics is the mining of data.

These three levels of analytics work in conjunction to enhance fraud prediction

and prevention efforts. Descriptive analytics provides a foundation of

understanding, predictive analytics identifies potential fraud cases, and prescriptive

analytics offers strategies for proactive fraud management. By leveraging these

enabling techniques, organizations can improve their ability to detect, prevent, and

combat fraud effectively.

2.2. Predictive Analytics

Building and evaluating algorithmic models to make them empirical and

predictive is what is meant by the term "predictive analytics." The purpose of

prediction models is to forecast the outcomes of future observations [3]. The

predictive analytic model makes use of a prospective method to estimate the value

of new observations based on the structure of the relationship between input and

output to extract information from the data. [4]. Predictive analytics has an

important role in business because it can:

1. Detecting Fraud [19] [20] [21]

2. Optimizing the Marketing Strategy [22], [23]

3. Improved Operations [24], [25]

4. Reducing the Risk [26]

Predictive analytics helps develop and test theoretical models through different

perspectives rather than explanatory statistical models and is needed in scientific

research. In particular, the six roles of predictive analytics are as follows [27], [28].

1. Creating a New Theory

2. Developing Measurement Instruments

3. Comparing Competitive Theories

4. Improve the Existing Model

5. Test Relevance

6. Measuring the level of predictability (uncertainty)

The term "predictive analytics" refers to a collection of methodologies that can

provide accurate forecasts of future outcomes by analyzing past data in conjunction

with recent data. The goal of predictive analytics is to find patterns and identify

links hidden inside data. Regression techniques (such as multinomial logit models),

on the one hand, and machine learning techniques, on the other, are the two

categories that can be used to classify analytic prediction strategies [14]. One

further categorization can be done based on the type of result variable. When

dealing with continuous variables, such as home selling prices, techniques such as

linear regression are utilized, but techniques such as random forest are utilized

when dealing with discrete output variables (for example, credit status) [14].

Predictive Analytics has a strong preference for the use of classification
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methodologies and regression analysis. Detailed taxonomy for Predictive Analytics

can be seen in Figure 5 [29].

Figure 5 Predictive Analytics Taxonomy [29]

This taxonomy categorizes predictive analytics techniques used in data mining

with big data. Although the specific details of the taxonomy are not provided, it

likely includes various methods and approaches for predictive analytics, such as

regression, classification, clustering, association rule mining, and ensemble

methods. Taxonomy helps organize and classify these techniques, providing a

framework for understanding and applying predictive analytics in the context of

big data.

2.3. Data Quality Problem in Predictive Analytics

The quantity and quality of data are like two sides of a coin; both must be

considered critically significant for data management [30]. The relatively recent

development of big data has resulted in the addition of new aspects that can

contribute to problems with the quality of the data. In addition, when taking into

consideration the many uses of big data, the potential consequences of poor data

quality have the potential to become more broad and widespread disasters [31].

As a result of the advent of the era of big data, the growth of data in a variety

of businesses and fields is experiencing an explosion. Both the business world and

the academic world are struggling with the same fundamental problem: how to

ensure that the data they collect is of high quality, as well as how to investigate,

discover, and use the information and knowledge that is concealed inside the data.

If the quality of the data is poor, the efficiency with which it is used will suffer, and

it may even lead to mistakes in decision-making. The availability of the data, its
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usability, its dependability, its relevance, and its presentation quality are the five

components that comprise data quality standards [32].

The engineering environment stores a variety of data kinds in its various

databases. Most of this information is distinct, and the administration of it does not

necessarily adhere to the most effective practices. This results in issues like

inconsistency in maintenance and reuse, as well as difficulties in meaningfully

discovering new information. The use of data-based modeling as a predictive

analytics tool is particularly useful for technical data. However, the accuracy of the

model is highly reliant on the precision of the data it employs [33].

The level of success that an organization achieves is directly related to how well

it exploits its data in the service of eliciting relevant information or knowledge to

inform decision making. However, various issues can affect the data quality that is

related to the extraction of data, and these issues can affect both the truth and the

usefulness of the data. Because of this, having knowledge of and an understanding

of the issues surrounding data quality is quite crucial [34]. The open data paradigm

is responsible for much of the success that has been achieved by previously

developed technologies; there remains a degree of ambiguity regarding the quality

of the data that is derived from the data set. The potential value that can be derived

from the data is put at risk whenever there is uncertainty over the data's quality[35].

Research on data quality can be broken down into numerous distinct categories.

Data restrictions, data integration and warehousing difficulties, data cleansing, data

quality metrics, data origin, and data quality dimensions are some of the topics that

are covered in this chapter [36]. A subsidiary part is devoted to every one of these

facets. For instance, the sub-sections of data cleaning include things like the

detection of errors, the resolution of inconsistencies, the conclusion of incomplete

data, the detection of duplicates, etc. [31]. These days, quality management is made

more difficult by the appearance of several different elements. In the first place,

some repercussions are associated with the amount of data that is being produced

by the company now. Second, during the previous several years, there has been a

rise in the variety of data. This variety of data includes structured, unstructured,

semi-structured, and multi-media content, which includes things like movies,

maps, and photos, among other things.[36].

The problem of data quality in predictive analytics is related to the data

preparation stage. Good data quality will affect the predictive analytic model

produced. Some reviews of several scientific papers that discuss the relevance of

data quality with the analysis process from data can be seen in Table 1.

Table 1 Review of Data Quality with Predictive Analytics

Title Findings / Results

A Data Quality in Use
Model for Big Data [37]

Data quality assessment in the context of Big Data is the focus here. The goal of the model is to solve
problems that only come up with extremely huge and complicated data sets. The authors ensure the
trustworthiness, precision, and use of Big Data by evaluating multiple dimensions of data quality and
providing insights and instructions for doing so. The findings of this study benefit data management
researchers and professionals dealing with Big Data.

Importance of Data
Quality for Analytics [4]

The analytical significance of data quality is discussed. It emphasizes the need to use high-quality
data in analytical procedures that yield trustworthy results. The author stresses the need for
enterprises to develop efficient data quality management methods by highlighting the significance
of high-quality data. This study sheds light on how important data quality is for modern analytics
projects to succeed.
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Title Findings / Results

Taxonomy of data
quality problems in
multidimensional Data
Warehouse models [38]

Data quality issues are common in the context of DWs, and the authors hope to provide a thorough
methodology for recognizing and fixing them. This research sheds light on the typical difficulties
encountered in DW settings by classifying data quality issues into several groups. Researchers and
practitioners alike can benefit greatly from this taxonomy as they work to enhance the accuracy of
data stored in multidimensional DW models.

Bias arising from
missing data in
predictive models [39]

The author investigates how missing data might result in false and distorted predictions, affecting
the overall performance and dependability of the models. Through a discussion of different causes
of bias and their consequences, the study emphasizes the significance of treating missing data
effectively to enhance the accuracy and fairness of prediction models. This study focuses light on
the issues faced by missing data and gives ideas for predictive modeling academics and practitioners.

Missing values in data
analysis: Ignore or
Impute?[40]

The authors talk about the effects of missing values and possible biases that might appear if missing
values are not handled properly. They give an overview of different imputation methods that can be
applied to complete datasets with missing values. The purpose of the study is to emphasize the
significance of dealing with missing values in data analysis to guarantee accurate and trustworthy
outcomes. It provides perceptions and direction for academics and practitioners on the selection of
missing values in data analysis.

Data Mining and The
Impact of Missing Data
[41]

The authors look at how data mining techniques' outputs and outcomes can be impacted by missing
data. They examine the various kinds and patterns of missing data and talk about the difficulties they
provide when trying to draw insightful conclusions from datasets. To achieve accurate and
trustworthy results from data mining, the study underlines the need for appropriate treatment of
missing data. It presents suggestions for tackling this problem in data mining practice and sheds light
on the effects of missing data.

Overview of data quality
challenges in the context
of Big Data [42]

The author draws attention to the distinctive qualities of Big Data, such as volume, velocity, and
variety, which lead to problems with data quality. The dependability and usability of Big Data may
be impacted by typical issues such as data inconsistency, incompleteness, and inaccuracies, which
are discussed in the paper. The paper intends to improve understanding and awareness of data quality
problems in the Big Data realm by shedding light on these difficulties. It stresses how crucial it is to
handle data quality issues in the context of Big Data and provides useful information for researchers
and practitioners working with large-scale datasets.

Improving Power Grid
Monitoring Data
Quality: An Efficient
Machine Learning
Framework for Missing
Data Prediction [43]

The difficulty of missing data in power grid datasets is addressed by the authors' efficient machine
learning methodology. The system forecasts missing values in the data using machine learning
approaches, enhancing the quality of the data overall. The significance of trustworthy power grid
data for precise monitoring and analysis is emphasized in the paper. It offers information on how to
build a strong machine learning method for handling missing data in datasets related to the power
grid, improving data quality in the context of power grid monitoring.

Impact of Data Quality
on Predictive Accuracy
of ANFIS-based Soft
Sensor Models [44]

The performance of ANFIS models in forecasting sensor measurements is examined in relation to
differences in data quality, such as noise or missing values. The research emphasizes the significance
of high-quality data for achieving accurate and trustworthy predictions in soft sensor applications
through experiments and studies. The study adds to our understanding of the connection between
predicted accuracy and data quality, offering suggestions for the creation and evolution of soft sensor
models based on ANFIS.

Estimating the Financial
Impact of Data Quality
Issues [45]

To help companies determine the costs related to data errors, inconsistencies, and inaccuracies, this
article explores numerous methods and approaches for measuring the financial effect of data quality
concerns. Organizations may make wise decisions and spend resources efficiently to address data
quality concerns by being aware of the financial ramifications. For controlling data quality and its
financial impact on enterprises, the article provides insightful analysis and recommendations.

3. Result and Discussion

As is common knowledge in this highly regulated environment, there is an ever-

growing need to develop and supply protections and tools to boost the transparency

and accuracy of information. These kinds of tools and methods are essential to

fulfill the standards imposed by businesses and regulators. Because of this

condition, data and analytics have taken on a much more important role in business

in general. [4]. Reference sources that address the topics of data quality in

predictive analytics on the Scopus database are many found in the ACM
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International Conference Series and International Journal IEEE Access as can be

seen in Figure 6.

Figure 6 Most Relevant Sources

Because of its ability to depict data in a condensed, succinct format, the term

co-occurrence network analysis is one of the most powerful methods that can reveal

scientific tendencies and problems that have emerged over the long term. Co-

occurrence analysis is used to either sketch the conceptual structure of a framework

or summarize it in a bibliographic collection. This is accomplished through the

utilization of a co-occurrence network to map and cluster the concepts that are

derived from keywords. Based on keywords on research related to data quality and

predictive analytics obtained most researchers provide keyword machine learning,

predictive analytics, and big data. This is in line with the fact already shown in the

previous explanation that the trend of data quality and predictive analytics research

is aligned with the development of machine learning and big data technologies.

Figure 7 Co-occurrence Network

Opportunities and challenges for research in the predictive analytics domain

about previous studies related to predictive analytics methods and predictive

analytics models. Some studies address hybrid methods for conducting predictive

analytics. Other studies compare the methods and compare the results of their

accuracy. Some studies propose new methods as a modification of existing
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methods for predictive analytics. Research related to the quality of data associated

with data analytics needs shows that:

1. To produce good analytical data output, it needs to be supported by good

data quality.

2. Predictive models can be influenced by the quality of data that is not good

in this case the existence of missing data.

3. The desired benefits in the presence of analytical data will be affected by

handling inappropriate quality data.

Amazing things called prediction models are becoming increasingly useful in

today's era of big data, which has led to a rise in the number of possible applications

for these models. Despite developments in modeling options and algorithms that

promote higher robustness and accuracy, performance remains to be governed by

the quality of the data that is fed into the model. It is a future challenge how to

determine the method or propose a new method for predictive analytics if data with

inappropriate quality is obtained but can still produce predictive results with good

accuracy. One of the things that will be done for further research is how data quality

problems are more specific, such as missing data which is then associated with

predictive analysis.

It is possible for missing data to have a significant impact on the reliability of

research findings [46]. The missing of some data in quantitative studies can result

in estimations of parameter values that are biased [47]–[50]. The outcomes of the

analysis are affected in a meaningful way when missing data are ignored [40], [51],

Additionally, the approach taken to deal with incorrectly missing data might affect

the overall performance of the model in the prediction model [48], [52].

Researchers can learn the appropriate strategies to address the challenges posed by

missing data when such challenges arise. In addition, research that is associated

with predictive analytics is highly susceptible to being researched in terms of the

approaches that are employed for predictive analytics. Another difficulty is to

connect the two opportunities where it is currently possible to execute predictive

analytics with constraints such as missing data while maintaining the desired

predictive outcomes with optimal computation time [53].

The review results show that one of the causes of poor-quality data that cannot

be used directly for data processing is missing data. Various studies show that

methods to handle missing data have been developed by many researchers and the

techniques are grouped into two techniques, statistical-based imputation, and

machine learning-based imputation.

4. Conclusions

The quality of data is not influenced by the nature of the data. In addition, the

quality of data is influenced by analytical processes. To support data analysis, high-

quality data is needed. One indicator that good quality data is the completeness of

the data. Therefore, in preparation for analysis and cross-checking, data plays an

important role. Various types of analytics related to data can be specified according

to the objectives and needs of the business. Good data combined with the right

analytical techniques is the key to organizational success. With good quality data

and the right analytics, it will produce very important insights and help in making

good decisions.

Once a company has access to data of sufficient quality, it can open a wide

variety of options for predictive optimization, which can lead to significantly

increased levels of operational efficiency. Research possibilities to find the best
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approach can be found in problems linked to the quality of the data. In addition,

research pertaining to predictive analytics is open enough to investigate the best

practices for using predictive analytics. One more difficulty connects the two

opportunities: now, it is possible to do predictive analytics despite the presence of

limitations, which take the shape of poor-quality data; nonetheless, one can still

achieve the desired level of accuracy in one's forecasts.
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