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Abstract 

As part of the Internet, a NodeMCU becomes a vulnerability to cyber-attack, so the intrusion 

detection system (IDS) against cyber-attack on the NodeMCU becomes a poignant research 

challenge. Several studies have applied several machine learning techniques for IDS on NodeMCU; 

however, there is a research opportunity to improve the performance of existing models. This 

research aims to increase the IDS performance on NodeMCU with ensemble voting. We hypothesize 

the realization of how the implementation of an IDS in NodeMCU. Then we obtain and observe a 

dataset from Kaggle. The dataset comprises five attacks: misconfiguration, DDoS, probe, scanning, 

and MiTM. Then we design the detection with ensemble voting consisting of a decision tree and a 

random forest. We benchmark our proposed solution with decision trees and random forest 

performance. This study uses several test metrics, including 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦, 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛, 𝑅𝑒𝑐𝑎𝑙𝑙, and 𝐹1 −

𝑆𝑐𝑜𝑟𝑒.The test results show that the decision tree has better Precision in predicting misconfiguration 

attacks and scan attacks than random forests. On the other hand, the random forest has better 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 in predicting normal data, DDoS attacks, probe attacks, and MiTM attacks. In terms of 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦, ensemble voting has the best performance, which is 0.996, compared to the decision tree 

and random forest, which are 0.836 and 0.994, respectively. We conclude that by assembling a 

decision tree in the random forest with ensemble voting, random forest performance can improve. 

The impact of our study is a novel model for IDS on NodeMCU with ensemble voting between 

random forest and decision tree. 

  
Keywords: intrusion detect ion system,  NodeMCU, ensemble  voting,  man in  
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1.    INTRODUCTION 

An intrusion detection system (IDS) is a defense mechanism against cyber-attacks that ensures 

confidentiality, integrity, and availability (CIA) [1]. On the other hand, NodeMCU is a 

microcontroller that allows embedded system communication through the Internet network in an 

Internet of Things (IoT) concept [2]. As part of the Internet, NodeMCU is also vulnerable to cyber-

attack [3]. IDS against cyber-attack on NodeMCU is a research challenge. 

Several studies on NodeMCU cyber-attacks have existed. Doshi et al. [4] investigated attack 

defense against Mongolian distributed denial of service (DDoS), i.e., coordinated DDoS through 

small-scale attacks. DDoS is an attack on availability, which causes a service to be unusable because, 

for example, a request flood denies other requests [5]. This research uses an online discrepancy test 

(ODIT) method, which can detect anomalies when an attack occurs. Ashenafi et al. [6] investigated 

man-in-the-middle (MiTM) attacks on IoT devices, where adversaries do eavesdropping on IoT end-

device networks. This research uses machine learning to detect MiTM, where the decision tree 

mailto:ajigps@telkomuniversity.ac.id
mailto:nuralamsyah@student.telkomuniversity.ac.id,%203
mailto:nuralamsyah@student.telkomuniversity.ac.id,%203


 
Jurnal Elektro Telekomunikasi Terapan Desember 2022 

 

 SECURING THE INTERNET OF THINGS: ENHANCING INTRUSION DETECTION SYSTEM  
ON NODEMCU WITH ENSEMBLE VOTING 

1272 

ISSN (p) : 2407-1323  

ISSN (e) : 2442-4404 

DOI : https://doi.org/10.25124/jett.v9i2.5437 

| Vol. 9 | No. 2 | Halaman : 1271 - 1280 

performs best compared to other methods. MiTM is an attack on confidentiality and integrity, where 

communication between two parties involves a malicious third party who can steal important 

information or deflect packets from reaching their intended destination [7]. 

Several attacks are also a threat to IoT networks. Data type probing is a method of sending the 

wrong data type. Hasan et al. [8] applied machine learning to detect data type probing, where the 

random forest is the most accurate method compared to other detection methods. Misconfiguration 

in network and security settings becomes a vulnerability and makes cyber-criminals easy to attack. 

Srinivasa et al. [9] scanned to find misconfiguration vulnerabilities on some IoT devices and turned 

them into honey pots to provoke and analyze cyber-attacks. Scan attack performs scanning to find 

open ports to carry out attacks [10]. Zhang et al. [11] found that implementing random forest is an 

efficient solution for detecting scan attacks in IoT. 

Ensemble voting combines predictions from several machine learning models to get better 

accuracy from the voting members. Several studies have implemented ensemble voting in IDS to get 

better detection performance. Gao et al. [12] revealed that ensemble voting could combine the 

advantages of machine learning in detecting different attacks. Their research showed that ensemble 

voting is better than decision trees and random forests. Upadhyay et al. [13] implemented ensemble 

voting for IDS in the supervisory control and data acquisition (SCADA) system. The voting ensemble 

combines decision tree, random forest, extra tree, gradient boosting, extreme gradient boosting, and 

adaptive boosting (AdaBoost), where the result is better than the six predictors. Using ensemble 

voting to improve IDS performance on NodeMCU is a research opportunity. 

This research aims to increase the IDS performance on NodeMCU with ensemble voting. We 

hypothesize the realization of how the implementation of an IDS in NodeMCU. Then we obtain and 

observe a dataset from Kaggle. The dataset comprises five attacks: misconfiguration, DDoS, probe, 

scanning, and MiTM. Then we design the detection with ensemble voting consisting of a decision 

tree and a random forest. We benchmark our proposed solution with decision trees and random forest 

performance. This study uses several test metrics, including 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦, 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛, 𝑅𝑒𝑐𝑎𝑙𝑙, and 𝐹1 −

𝑆𝑐𝑜𝑟𝑒. 

To the best of our knowledge, there has never been a study that applies ensemble voting for 

IDS on NodeMCU. Here are our research contributions: 

1. The use of a confusion matrix to evaluate the performance of ensemble voting for up to six 

classes. 

2. An improvement of random forest performance by assembling a decision tree on the model with 

ensemble voting 

3. The implementation of ensemble voting between decision tree and random forest to improve IDS 

performance on NodeMCU. 

The composition of the remainder of this paper is as follows: Section II discusses the design 

of our system. Section III shows the results of testing our proposed system. Finally, Section IV 

highlights important findings. 

 

2.    METHODOLOGY AND DESIGN 

Figure 1 shows our proposed research methodology. We hypothesize the implementation of 

an IDS in NodeMCU. Then we delve into a dataset from Kaggle. The dataset comprises five attacks: 

misconfiguration, DDoS, probe, scanning, and MiTM. Then we design the detection with ensemble 

voting consisting of a decision tree and a random forest. We benchmark our method with the decision 

tree and random forest models. This study uses several test metrics, including 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦, 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛, 

𝑅𝑒𝑐𝑎𝑙𝑙, and 𝐹1 − 𝑆𝑐𝑜𝑟𝑒. 
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Figure 1. The research methodology. 

 

2.1    Data Preparation 

We studied several state-of-the-art designs for IDS in IoT and applied them to our NodeMCU 

system [14]. Figure 2 shows the design where our NodeMCU connects to an IoT network that is part 

of the Internet network. In the network, several adversaries can carry out several different attacks, 

namely misconfiguration, DDoS, probes, scans, and MiTM. We collect such data through network 

analysis, where such analysis can use Wireshark. We take the necessary features to make predictions. 

A voting ensemble that we have trained predicts whether there is an attack or not and explains the 

type of attack. There is an interface to show the attack to the user. 

 

 
Figure 2. IDS on NodeMCU model design. 

 

We retrieved IoT Device Network Logs for the attack dataset from Kaggle [15]. Table 1 

describes each feature in the dataset. The data we have has four main parts: data link, network, 

transport, and application [16]. Frame time describes the arrival time of the frame at the data link 

layer, while IP Protocol describes what protocol the packet uses at the network layer. Value is the 

contents of the package. 

 

Table 1 Dataset feature explanation 

Feature Explanation Layer 
Frame Number Frame Identification Number 

Data Link Layer 
Frame Time Frame Arrival Time 

Frame Length Frame Size 
Ethernet Source Frame Source Physical Identifier 

Ethernet Destination Frame Destination Physical Identifier 
IP Source Packet Source Logical Identifier 

Network Layer IP Destination Packet Destination Logical Identifier 
IP Protocol Packet IP Protocol 
IP Length Packet Size 

TCP Length Stream Size 
Transport Layer TCP Source Port Stream Source Port Identifier 

TCP Destination Port Stream Destination Port Identifier 
Value Payload Application Layer 



 
Jurnal Elektro Telekomunikasi Terapan Desember 2022 

 

 SECURING THE INTERNET OF THINGS: ENHANCING INTRUSION DETECTION SYSTEM  
ON NODEMCU WITH ENSEMBLE VOTING 

1274 

ISSN (p) : 2407-1323  

ISSN (e) : 2442-4404 

DOI : https://doi.org/10.25124/jett.v9i2.5437 

| Vol. 9 | No. 2 | Halaman : 1271 - 1280 

 

A normality column in the dataset describes the attack type with numbers. Here we break down 

each number: 

• 0 is for normal data 

• 1 is for data misconfiguration attack 

• 2 is for DDoS attack data 

• 3 is for probe attack data 

• 4 is for data scan attack 

• 5 is for MiTM attack data 

We apply normalization and standardization to the dataset in the pre-processing stage [17]. 

Normalization and standardization can reduce misclassification caused by different data ranges 

between each feature. Normalization functions to make all features have the same range. The 

normalization formula is as follows: 

 

 𝑥′ =
𝑥 − 𝑥𝑚𝑖𝑛

𝑥𝑚𝑎𝑥 − 𝑥𝑚𝑖𝑛
  (1)

  

where 𝑥 is the feature, 𝑥𝑚𝑖𝑛 is the smallest feature value, 𝑥𝑚𝑎𝑥 is the largest feature value, and 𝑥′ is 

the standard feature value. 

Standardization serves to make the data average 0. The following is the standardization 

formula after the dataset has gone through normalization: 

 

 𝑥′′ =
𝑥′ − 𝜇

𝜎
  (2) 

 

where 𝜇 is the feature mean, 𝜎 is the standard deviation of the feature, and 𝑥′′ is the standardized 

normal feature. 

 

2.3    Ensemble Voting 

Ensemble voting is an ensemble classifier of stacking type or meta-classifier, a classifier that 

performs classification based on the results of other classifiers [18]. We propose ensemble voting 

between decision trees and random forests so that, hypothetically, the ensemble voting results 

combine each classification's predictive goodness [19]. Figure 3 shows our proposed voting 

ensemble. The compilers of this ensemble model are 𝐶1 and 𝐶2, where 𝐶1 is the decision tree model 

while 𝐶2 is the random forest model. 𝐶1 produces 𝑃1 and 𝐶2 produces 𝑃2, which respectively are 

prediction results. The ensemble voting produces a final prediction, or 𝑃𝑓, where the 𝑃𝑓 formula is as 

follows: 

 

 𝑃𝑓 = 𝑚𝑜𝑑𝑒{𝐶1(𝑥)𝐶2(𝑥)} (3) 

 

where 𝑥 is the input data. 
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Figure 3. Ensemble Voting Architecture. 

 

The decision tree, one of the stacks in this voting ensemble, is a decision maker whose model 

branches the training results from the train data [20]. In forming the tree, this algorithm uses the Gini 

index, which is a value that represents the inequality of a label in the feature. The Gini Formula Index 

is as follows: 

 

 𝐺𝑖𝑛𝑖(𝐷) = 1 −  ∑ 𝑝𝑖
2

𝑖 ∈ 𝑚   (4) 

 

where D is a feature, then pi represents the probability that a label exists in a feature, where m 

represents the number of labels present. The smaller the Gini index value, the better the decision tree 

uses that feature as a decision branch. 

Random forest is also a bootstrap aggregating (bagging) type of ensemble learning, where the 

bootstrapping process generates a sub-sample of the dataset and builds a weak learner based on the 

sub-sample [21]. The weak learner used is usually a decision tree [22]. Then aggregating is taking a 

decision based on these decision trees by majority voting. Figure 4 shows the algorithm. In the 

algorithm, 𝑁 represents the number of weak learners, then 𝐹𝑖 represents the weak learners with 𝑖 ∈

 𝑁. 

 

 
Figure 4. Random Forest Algorithm. 

 

2.4    Test Parameters 

Some of the testing parameters in this study are Accuracy, Precision, Recall, and F1-Score 

[23]. Its formula is as follows: 

 

 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 +𝐹𝑃 + 𝐹𝑁
 (5) 
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 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 +𝐹𝑃
 (6) 

 

 𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 (7) 

 

 𝐹1 − 𝑆𝑐𝑜𝑟𝑒 = 2 ∙
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
 (8) 

 

where TP is true positive predictions, TN is true negative predictions, FP is false positive predictions, 

and FN is false negative predictions. 

 

3.    RESULTS DISCUSSION 

3.1    Results 

First, we evaluate the dataset with the Pearson correlation coefficient (PCC). PCC shows the 

effect of features on labels [24]. Table 2 gives the results of the PCC score for each feature. The 

feature with a strong correlation with the label is the IP protocol; the correlation is negative [25]. Five 

features have moderate correlation, namely IP length, frame length, TCP source port, TCP destination 

port, and TCP length, each with a negative correlation. The remaining seven features have a very low 

correlation: ethernet destination, IP destination, IP source, ethernet source, frame number, frame 

time, and value. 

 

Table 2 The rank of features based on the PCC score. 

Feature PCC Score 
IP Protocol -0.76 
IP Length -0.54 

Frame Length -0.47 
TCP Source Port -0.46 

TCP Destination Port -0.43 
TCP Length -0.4 

Ethernet Destination 0.19 
IP Destination -0.17 

IP Source -0.15 
Ethernet Source 0.14 
Frame Number -0.022 

Frame Time -0.037 
Value 6.8x10-05 

 

There are 477,426 data items in our dataset. We divide the dataset by the composition 

𝑡𝑟𝑎𝑖𝑛: 𝑡𝑒𝑠𝑡 =  50: 50. We apply stratification to the dataset, which creates splits with proportional 

divides of labels. We build a decision tree with the default number of weak learners, 200. Then the 

decision tree and random forest have the same max depth, which is 3. Max depth determines the 

allowed furthest distance from the root to a leaf. Max depth that is too high can result in overfitting. 

We compare the decision tree and the random forest model without ensemble voting. It allows 

us to show our motivation to use ensemble learning. First, we compare the 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦, 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛, 

𝑅𝑒𝑐𝑎𝑙𝑙, and 𝐹1 − 𝑆𝑐𝑜𝑟𝑒 of the decision tree and random forest. Table 3 shows the comparison of the 

performance of the decision tree and random forest. The random forest has the higher performance 

of the four metrics. The highest performance of the decision tree is Precision, which is 0.916. At the 

same time, the lowest performance is 𝐹1 − 𝑆𝑐𝑜𝑟𝑒  with a value of 0.781. 
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Table 3 Decision tree and random forest performance comparison 

Prediction Model Accuracy Precision Recall F1-Score 
Decision Tree 0.836 0.916 0.834 0.781 
Random Forest 0.994 0.994 0.994 0.994 

 

We deepen the discussion on the comparison of decision trees with random forests. Figure 5 

compares the confusion matrix between the decision tree and random forest model prediction. 

Decision trees and random forests have different abilities to predict each class. Random forest is 

better at classifying normal data, misconfiguration attacks, probing attacks, and scan attacks. On the 

other hand, even though the decision tree has a lower performance than the random forest, the 

decision tree is still better at classifying DDoS attacks and scan attacks. These properties are the basis 

for our use of ensemble voting. 

 

  
(a) (b) 

Figure 5. Confusion matrix of: (a) Decision tree (b) Random forest. 

 

In the comparison of Figure 6, we have added our proposed ensemble voting implementation. 

The precision bar clarifies that decision trees are better than random forests in predicting 

misconfiguration attacks and scan attacks. Ensemble voting adopted this, as seen from the ability of 

the ensemble voting, which is better than random forest in the two classes. The voting ensemble 

adopts the random forest capability for the remaining four classes. This performance has an impact 

on the recall value. As a result, the voting ensemble has a better recall than the decision tree and 

random forest predicting normal data. 

 

  
(a) (b) 

Figure 6. Performance comparison of decision tree, random forest, and ensemble voting on each class: (a) 

Precision (b) Recall. 
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Finally, we compare 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦, 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛, 𝑅𝑒𝑐𝑎𝑙𝑙, and 𝐹1 − 𝑆𝑐𝑜𝑟𝑒 from the decision tree, 

random forest, and ensemble voting. Figure 7 shows the comparison. In terms of 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦, which 

describes the overall model capability, ensemble voting has the best performance, which is 0.996, 

compared to the decision tree and random forest, which are 0.836 and 0.994, respectively. We 

conclude that assembling a decision tree in a random forest model with ensemble voting can improve 

the random forest performance. 

 
Figure 7. Performance comparison of decision tree, random forest, and ensemble voting. 

 

3.2    Discussions 

Paper [26] used a confusion matrix to analyze the effectiveness of ensemble voting in 

combining the two models, as we do in our research. However, the model in that study only involved 

two classes, whereas our model involves six classes. Our research contributes to using a confusion 

matrix for evaluating the performance of a voting ensemble of up to six classes. 

Ensemble voting between the decision tree and random forest produces a model with better 

performance than the two stack models. This result is similar to studies [27], [28], which also showed 

better ensemble voting performance than the stack. However, the two pieces of research are in bank 

counterfeit and semiconductors. Our research contributes to the application of ensemble voting 

between decision trees and random forests to improve IDS performance on NodeMCU. 

This study uses data from the paper [15], which applied a random forest to detect five different 

types of attacks on the NodeMCU connected to the IoT network. Here we find that the decision tree, 

although it performs worse than the random forest, has better predictive ability than the random forest 

in detecting misconfiguration attacks and scan attacks. Our research contributes to improving the 

performance of the random forest model by assembling a decision tree on the model with ensemble 

voting. 

In the cyber security lifecycle, our research lands in the realm of identification [29]. It is 

important to follow through the process to protection so the identified intrusion can be well-handed. 

In a machine learning life cycle, the next stage after model testing is model deployment. The 

limitation of our study is to deploy our novel model then testing its performance on real cyber-attack 

data. 

 

4.    CONCLUSION 

We have successfully presented an IDS design for the IoT network connected to NodeMCU. 

We implemented ensemble voting consisting of a decision tree and random forest to improve IDS 
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performance for NodeMCU. We compared ensemble voting with decision trees and random forests 

as benchmarks. The test results show that the decision tree has better Precision in predicting 

misconfiguration attacks and scan attacks than random forests. On the other hand, the random forest 

has better 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 in predicting normal data, DDoS attacks, probe attacks, and MiTM attacks. In 

terms of 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦, ensemble voting has the best performance, which is 0.996, compared to the 

decision tree and random forest, which are 0.836 and 0.994, respectively. We conclude that by 

assembling a decision tree in the random forest with ensemble voting, random forest performance 

can improve.  

In a machine learning life cycle, the next stage after model testing is model deployment. The 

limitation of our study is to deploy our novel model then testing its performance on real cyber-attack 

data. 
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