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Abstrak
Media sosial menjadi salah satu platform yang banyak dipilih untuk sarana saling berbagi informasi, hiburan, serta dapat
membuat mereka menghilangkan rasa penat dari aktifitas mereka sehari-hari. Media sosial sudah menjadi kebutuhan
untuk sebagian besar masyarakat khususnya indonesia. Salah satu media sosial yang sering digunakan oleh masyarakat
indonesia yaitu twitter. Twitter dapat membagikan sebuah postingan yang biasa disebut dengan tweet(kicauan) yang dapat
digunakan oleh pengguna untuk membagikan tulisan, foto, video, maupun gif kepada publik. Salah satu fitur twitter yaitu
retweet. Fitur retweet ini memiliki fungsi untuk membagikan kembali sebuah postingan, baik postingan mereka sendiri
maupun postingan pengguna lain. Fitur ini sangat berperan penting dalam penyebaran informasi. Penelitian ini membahas
mengenai prediksi retweet menggunakan fitur user-based, content-based, dan timebased dengan metode Jaringan Saraf
Tiruan (Artificial Neural Network ) untuk klasifikasinya, yang dioptimalkan dengan algoritma Glowworm Swarm Optimization
(GSO) untuk mendapatkan tingkat akurasi yang lebih tinggi. Model ANN yang dioptimalkan dengan GSO menunjukkan
hasil terbaik ketika dilakukan skenario oversampling, dengan akurasi sebesar 78% dan F1-Score 78%. Pada GSO terdapat
peningkatan pada dataset model prediksi secara keseluruhan.
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Pendahuluan
Media sosial telah menjadi bagian penting dari kehidupan sehari-hari
banyak orang yang terus berkembang seiring dengan pertambahan
usia pengguna. Platform seperti Facebook, Twitter, Instagram, dan
lainnya menyediakan berbagai cara bagi pengguna untuk berinteraksi,
berbagi informasi, dan mengikuti perkembangan terbaru [1]. Seiring
waktu, media sosial tidak hanya berfungsi sebagai alat komunikasi,
tetapi juga sebagai sarana pemasaran, analisis bisnis, dan berbagai
keperluan lainnya [2]. Media sosial telah menjadi bagian dari kehidu-
pan orang, bersama dengan perkembangan usia, media sosial terus
berevolusi [3]. Keberadaannya membuat banyak informasi bisa mudah
untuk mendapatkan untuk pengguna. Salah satu media sosial yang
cukup banyak penggunanya adalah Twitter.

Pada Twitter, setiap pengguna dapat membuat profil, menulis
pesan, dan berbagi informasi dengan pengguna lain. Melalui tweet,
informasi dapat disebarkan ke publik secara real-time, dengan tweet
yang dapat berisi foto, video, atau tautan. Twitter juga memiliki fitur
retweet yang memungkinkan pengguna untuk memposting ulang tweet
orang lain atau tweet mereka sendiri untuk dibagikan kepada follow-
ers. Fitur Retweet ini menjadi kunci dalam mekanisme difusi informasi,

menjelaskan bagaimana informasi dapat menyebar secara luas. Indo-
nesia merupakan negara peringkat ketiga sebagai pengguna twitter.
Twitter memiliki format baru berbeda dengan Facebook yaitu berupa
microblogging, memiliki 280 karakter tulisan untuk setiap tweet atau
cuitannya, pada awalnya hanya 140 karakter tulisan di setiap tweetnya
namun dianggap terlalu sedikit. Hal tersebut memungkinkan mem-
bantu penggunanya untuk berbagi informasi [4]. Oleh karena itu pada
penulisan penelitian dalam bentuk tugas akhir ini, peneliti memban-
gun sebuah model Prediksi retweet berdasarkan fitur user-based,
content-based, dan time-based menggunakan metode ANN-GSO.

Topik dan Batasannya

Berdasarkan latar belakang, berikut ini adalah topik masalahnya yaitu
prediksi retweet berdasarkan fitur userbased, content-based, dan
time-based menggunakan metode ANN-GSO. Sedangkan untuk bata-
sannya, dataset yang digunakan yaitu U-20 sejumlah 869 data. Dataset
U-20 merupakan data yang diambil dari Twitter dengan kata kunci piala
dunia usia 20.
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Tujuan

Tujuan dari penelitian ini yaitu membuat model dan mengukur tingkat
akurasi predikisi retweet berdasarkan fitur user-based, content-based,
dan time-based menggunakan metode ANN-GSO pada twitter.

Organisasi Tulisan

Bagian selanjutnya akan menjelaskan studi terkait, berdasarkan pene-
litian dan hasilnya. Kemudian, pada bagian berikutnya, akan dijelaskan
urutan sistem yang dibangun dalam penelitian ini. Selanjutnya, bagian
evaluasi akan membahas hasil penelitian. Terakhir, bagian kesimpulan
akan menyajikan ringkasan penelitian beserta saran untuk penelitian
selanjutnya.

Tinjauan Pustaka
Pada penelitian ini, peneliti menggunakan beberapa penelitian rele-
van yang terkait dengan fokus penelitian. Penelitian relevan ini men-
jadi acuan bagi peneliti, dalam menjalankan penelitian pengembagan.
Penelitian relevan pertama oleh Edvan et al. terkait kemajuan tekno-
logi telah menyebabkan penyebaran informasi yang cepat, terutama
di media sosial seperti Twitter. Retweet ing, atau posting ulang pesan,
dianggap sebagai mekanisme penyebaran informasi yang mudah diak-
ses yang disediakan oleh Twitter. Dengan memahami alasan seorang
pengguna me-retweet tweet orang lain dan dengan membuat prediksi
ini, kita dapat memahami bagaimana informasi menyebar di Twitter.
Dalam penelitian ini, Artificial Neural Network Genetic Algorithm digu-
nakan untuk proses klasifikasi dengan fitur berbasis pengguna dan
konten. Hasil evaluasi yang diperoleh adalah 90% akurasi, 72% presisi,
83% recall, dan 65% nilai F1-Score pada model dengan oversampling
[5]. Penelitian relevan kedua oleh Yahya et al. terkait transportasi online
membahas inovasi dalam transportasi yang muncul bersamaan dengan
pengembangan aplikasi online yang menyediakan berbagai fitur dan
kenyamanan. Banyak pengguna menulis tanggapan mereka di media
sosial seperti Twitter. Pendapat dan tanggapan ini seringkali ditran-
smisikan langsung oleh pengguna transportasi online ke akun resmi
mereka.

Tanggapan yang diberikan oleh pengguna sangat banyak dan
dapat digunakan untuk analisis sentimen terhadap transportasi online.
Namun, proses analisis ini tidak dapat dilakukan secara manual. Oleh
karena itu, diperlukan sistem yang dapat membantu menganalisis
tanggapan pengguna di Twitter secara otomatis. Dalam penelitian ini,
sebuah sistem analisis sentimen dibangun untuk transportasi online
di Indonesia menggunakan algoritma ensemble stacking, yang men-
yederhanakan dan meningkatkan akurasi analisis sentimen. Ensemble
stacking merupakan solusi untuk metode pembelajaran mesin cang-
gih yang dapat meningkatkan kinerja klasifikator dasar. Sistem yang
dibangun menggunakan ensemble stacking dengan tiga klasifikator
dasar, yaitu SVM kernel RBF, SVM kernel linear, dan regresi logistik.
Hasil akurasi terbaik pada dataset Gojek adalah 88%, dan skor F1 ter-
baik adalah 87%. Ensemble stacking yang diterapkan dalam penelitian
ini pada analisis sentimen transportasi online di Twitter menghasil-
kan akurasi yang lebih baik dibandingkan dengan klasifikator dasar
yang digunakan [6]. Penelitian ketiga oleh Artamira dilakukan den-
gan mengumpulkan data menggunakan API Twitter. Analisis sentimen
digunakan untuk menentukan distribusi perasaan positif dan negatif.
Setelah distribusi tweet diketahui, klasifikasi dilakukan menggunakan
metode ensemble bagging untuk menilai kinerja metode tersebut.

Metode klasifikasi menggunakan ensemble bagging dengan tiga
algoritma dasar, yaitu Naive Bayes, KNearest Neighbor, dan Decision
Tree. Sementara itu, ekstraksi fitur yang digunakan dalam penelitian
ini adalah TF-IDF (Term Frequency-Inverse Document Frequency ).
Kinerja metode ensemble bagging dengan menerapkan hyperparame-
ter tuning mencapai akurasi 0,72 , recall 0,71, F1-Score 0,72, dan

precision 0,72 [7]. Penelitian keempat oleh Jondri et al. membahas
tentang retweet, yaitu cara untuk menyebarkan informasi di Twitter.
Sebuah tweet dipengaruhi oleh beberapa fitur yang menentukan apa-
kah tweet tersebut akan di-retweet atau tidak. Penelitian ini membahas
fitur-fitur yang memengaruhi penyebaran tweet, meliputi fitur berbasis
pengguna, berbasis waktu, dan berbasis konten. Fitur berbasis peng-
guna terkait dengan siapa yang membuat tweet, fitur berbasis waktu
terkait dengan kapan tweet diunggah, sedangkan fitur berbasis konten
terkait dengan isi tweet. Klasifikator yang digunakan untuk mempre-
diksi apakah tweet akan di-retweet adalah MultiLayer Perceptron (MLP)
dan MLP yang dioptimalkan oleh algoritma kecerdasan swarm. Dalam
penelitian ini, data dari pengguna Twitter Indonesia dengan hashtag
FIFA U-20 digunakan. Hasil penelitian menunjukkan bahwa fitur yang
paling berpengaruh dalam menentukan apakah tweet akan di-retweet
atau tidak adalah fitur berbasis konten. Selain itu, ditemukan bahwa
MLP yang dioptimalkan dengan algoritma kecerdasan swarm memiliki
kinerja yang lebih baik dibandingkan dengan MLP biasa [8].

Penelitian relevan terakhir oleh Daffa membahas karakter publik
yang sering diperhatikan oleh pengguna media sosial, baik karena
apa yang mereka katakan atau karena peran mereka dalam serial
televisi. Umumnya, tokoh publik mengunggah sesuatu ke akun media
sosial mereka untuk membantu membentuk citra mereka. Namun,
tidak semua orang yang melihat unggahan tersebut merasa senang.
Beberapa bahkan tidak menyukainya. Penelitian ini bertujuan untuk
menentukan perasaan masyarakat terhadap tokoh publik Anya Geral-
dine yang disampaikan di Twitter dalam bahasa Indonesia. Proses
klasifikasi dalam penelitian ini menggunakan metode Adaptive Boo-
sting (AdaBoost) dan Extreme Gradient Boosting (XGBoost) dengan
preprocessing teks yang mencakup pembersihan, normalisasi kasus,
tokenisasi, dan filtrasi. Data yang digunakan adalah tweet dalam bah-
asa Indonesia dengan kata kunci ”@anyaselalubenar”, dengan total
7.475 tweet, terdiri dari 6.887 tweet positif dan 588 tweet negatif.
Proses oversampling digunakan untuk menghindari masalah overfit-
ting. Fitur yang digunakan dalam penelitian ini adalah TF-IDF. Empat
skenario eksperimental dilakukan untuk memvalidasi efektivitas model:
kinerja model pertama tanpa oversampling, kinerja model kedua den-
gan oversampling, kinerja model ketiga dengan undersampling, dan
kinerja model keempat dengan tuning hyperparameter. Hasil eksperi-
men menunjukkan bahwa kombinasi XGBoost, SMOTE, dan hyperpa-
rameter tuning mencapai akurasi 95% dibandingkan dengan kombinasi
AdaBoost, SMOTE, dan hyperparameter tuning yang mencapai akurasi
87%. Penerapan SMOTE dan hyperparameter tuning terbukti efektif
dalam mengatasi masalah ketidakseimbangan data dan meningkatkan
hasil klasifikasi [9], [10].

Twitter

Penelitian dan industri telah memperhatikan penyebaran informasi di
Twitter. Meskipun tweet di Twitter terbatas pada 280 karakter, ada
berbagai elemen informasi yang dapat digunakan sebagai prediktor,
seperti penggunaan simbol @ untuk menandai pengguna lain, tagar
(#), serta media seperti foto atau video [10]. Twitter adalah situs jejaring
sosial yang memungkinkan penggunanya bertukar teks dengan batas
karakter. Kehadiran Twitter memungkinkan pengguna menyuarakan
pendapat mereka dengan bebas. Selain digunakan untuk menyuarakan
opini, Twitter juga dapat digunakan untuk membaca berita. Pengguna
yang ingin mendapatkan pembaruan atau berita dari pengguna lain
harus mengikuti akun tersebut [11]. Menurut Putra, Twitter memiliki
beberapa kelebihan dibandingkan media sosial lainnya. Jangkauannya
sangat luas, tidak hanya mencakup teman, tetapi juga dapat men-
jangkau publik figur. Potensi periklanan di masa mendatang juga lebih
besar. Komunikasi di Twitter berlangsung sangat cepat (real-time), ber-
sifat multilink (terhubung dengan banyak jaringan), dan lebih terukur
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dibandingkan media sosial lainnya. Twitter membantu penyebaran infor-
masi dengan cepat, yang kemudian menjadi topik pembahasan oleh
penggunanya [12].

Menurut Badjar et al. Twitter tidak hanya digunakan untuk men-
gungkapkan ide dan emosi melalui tweet, tetapi juga untuk berbagi
informasi faktual dan pengetahuan yang berharga. Dalam konteks
penyebaran informasi yang cepat di Twitter, sangat bermanfaat jika
semua pengguna berkontribusi dengan membagikan tweet yang memi-
liki nilai tambah bagi seluruh pengguna. Twitter memuat beragam jenis
tweet, termasuk pembaruan berita, pesan inspiratif, pandangan ten-
tang berbagai topik, konten komedi, penafsiran ayat suci, dan kontribusi
beragam lainnya yang dibuat oleh para pengguna [13]. Penggunaan
Twitter sebagai teknologi komunikasi telah menunjukkan bahwa Twitter
memperkuat teknologi komunikasi sebelumnya, yaitu komunikasi dua
arah antara media massa dan audiens yang terhubung melalui internet.
Twitter memungkinkan interaksi langsung dan real-time, yang membuat
komunikasi lebih dinamis dan responsif dibandingkan dengan teknologi
komunikasi tradisional [14].

ANN

Menurut Garrett, Artificial Neural Network (ANN) adalah metode kom-
putasi yang dirancang untuk meniru cara otak manusia mentransfer
informasi. Secara umum, ANN adalah teknik yang digunakan untuk
mendekati fungsi dalam situasi di mana hubungan antara input dan
output sangat rumit dan tidak linier. ANN dirancang sebagai model
jaringan yang tersebar, meniru aktivitas dan fungsi kompleks otak
manusia [15]. (Kustono dan Hatmojo mengakan Artificial Neural Netw-
ork (ANN) atau Jaringan Syaraf Tiruan adalah sistem tiruan yang
didasarkan pada struktur saraf otak manusia. Otak memiliki kemam-
puan untuk belajar dari pengalaman. Meskipun cara kerja otak belum
sepenuhnya dipahami, perannya sebagai prosesor yang luar biasa
sudah diketahui.

Unsur utama otak adalah selsel saraf, yang juga dimiliki oleh
bagian tubuh lainnya. Sel-sel saraf otak mampu mengingat, berpi-
kir, dan menerapkan pengalaman yang telah diperoleh [16]. Jaringan
Saraf Tiruan (JST) atau Artificial Neural Network adalah pendeka-
tan yang berbeda dari metode kecerdasan buatan (AI) lainnya. JST
adalah model kecerdasan yang terinspirasi dari struktur otak manusia
dan diimplementasikan menggunakan program komputer yang mampu
menyelesaikan berbagai proses perhitungan selama proses pembela-
jaran berlangsung [17]. Dapat dilihat pada Gambar 1 arsitektur dari
Artificial Neural Network (ANN) terdiri dari tiga lapisan utama, yaitu:

1. Input Layer : Lapisan ini berfungsi untuk membawa data masuk ke
dalam sistem untuk kemudian diproses pada lapisan berikutnya.

2. Hidden Layer : Lapisan ini terletak di antara input layer dan output
layer. Pada lapisan ini, neuronneuron buatan menerima sekum-
pulan input yang telah diberikan bobot (weight) dan menjalan-
kan prosedur untuk menghasilkan output melalui fungsi aktivasi
(activation function).

3. Output Layer : Lapisan terakhir dari ANN yang menghasilkan
output sistem berdasarkan proses yang dilakukan pada lapisan
sebelumnya.

Confusion matrix

Confusion matrix merupakan evaluasi yang paling sering digunakan
untuk sebuah klasifikasi. Ini disebabkan akurasi dapat digunakan untuk
mengevaluasi sebuah sistem yang sedang dibangun. Untuk dapat
menggambarkan kerja suatu sistem dapat menggunakan confusion
matrix. Confusion matrix adalah alat analitik yang membantu kita untuk
membandingkan hasil prediksi model dengan nilai sebenarnya. Alat
ini bisa digunakan untuk mengukur kinerja model melalui berbagai

Gambar 1. Arsitektur ANN

Table 1. Confusion Matrix

Confusion Matrix

Nilai Aktual

Positif Negatif

Nilai Prediksi
Positif True Positive (TP) False Positive (FP)

Negatif False Negative (FN) True Negative (TN)

metrik evaluasi, seperti akurasi, presisi, recall, dan F1-Score (atau F-
Measure). Dalam confusion matrix, terdapat empat hasil utama yang
dihasilkan, yaitu True Positive (TP), False Positive (FP), False Negative
(FN), dan True Negative (TN) yang dapat dilihat pada tabel 1.

1. Precision
Precision mengidentifikasi frekuensi jawaban yang benar.

Rumus precision seperti persamaan (1).

Precision =
tp

tp + fp
(1)

Dimana tp adalah true positive dan fp adalah false positive.
Sederhanyana precision bertujuan untuk memahami bagian mana
dari semua prediksi positif yang paling benar.

2. Recall
Recall mengidentifikasi frekuensi pendeteksian. Rumus recall

seperti persamaan (2).

Recall =
tp

tp + fn
(2)

3. F1-Score
F1-Score menghitung rata rata antara precision dan recall.

Rumus F1-Score seperti persamaan (3).

F1 − Score = 2
Precision x Recall

Precision + Recall
(3)
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Gambar 2. Perancangan Sistem

Metodologi Penelitian
Sistem yang akan dibuat adalah Prediksi Retweet Berdasarkan Fitur
User-Based, Content-Based, Dan Time-Based Menggunakan Metode
Klasifikasi ANN Optimasi Glowworm Swarm Optimization. Berikut
merupakan flowchart dari perancangan sistem yang akan dibangun.
Berdasarkan diagram alir pada Gambar 2, proses dimulai dengan
memuat dataset, di mana dataset yang akan digunakan sudah terse-
dia, yaitu dataset U-20. Dataset U-20 merupakan data yang diambil
dari Twitter dengan menggunakan kata kunci ”Piala Dunia U-20”. Sete-
lah memuat data, kita akan melanjutkan ke tahap praproses, di mana
pada tahap ini kita akan melakukan pembersihan data, seperti men-
ghapus digit. Setelah praproses selesai, langkah selanjutnya adalah

pemilihan fitur yang akan digunakan, di mana fitur tersebut terbagi men-
jadi tiga kategori: user-based, timebased, dan content-based. Langkah
berikutnya adalah pembagian data menjadi data latih dan data uji. Sete-
lah data terbagi dengan baik, langkah selanjutnya adalah melakukan
klasifikasi data menggunakan metode ANNGSO. Setelah model klasi-
fikasi dilatih, dilakukan evaluasi untuk mengukur kinerja data prediksi
yang dihasilkan oleh model klasifikasi tersebut dengan menggunakan
confusion matrix.

1. Dataset
Pada penelitian ini, dataset yang digunakan adalah dataset U-

20 dengan jumlah 869 baris (entri data) dataset U-20 merupakan
data yang diambil dari Twitter dengan kata kunci piala dunia usia
20dan 28 kolom. Dalam dataset ini terdapat tiga fitur, yaitu content-
based, timebased, dan user-based. Pengumpulan data dilakukan
di Twitter, dan data diseleksi berdasarkan fitur-fitur tersebut. Data
kemudian diberi label dan dibagi menjadi dua kelas: kelas 0 untuk
tweet yang tidak di-retweet, dan kelas 1 untuk tweet yang di-
retweet. Dengan pembagian ini, kita dapat menganalisis lebih
dalam faktor-faktor yang mempengaruhi kemungkinan suatu tweet
di-retweet atau tidak. Sebagai contoh, dari dataset ini, kita mene-
mukan bahwa ada 582 tweet yang tidak di-retweet dan 287 tweet
yang diretweet. Informasi ini dapat digunakan untuk memahami
lebih lanjut pola interaksi pengguna dengan tweet-tweet tersebut.
Oleh karena itu, harus dilakukan pemilihan fitur yang sesuai den-
gan data yang diharapkan.

2. Pemilihan Fitur
Pada tahap ini akan dilakukan pemilihan fitur yang dikatego-

rikan berdasarkan content-based, timed-based, dan user-based.
Sehingga bisa dilihat pada tabel 2 fitur akhir yang didapatkan.

Hasil dan Pembahasan
Hasil Pengujian

• Hasil Skenario 1
Pada pengujian ini menggunakan ketidakseimbangan dataset,

yang bertujan untuk mencari nilai akurasi, presisi, recall, dan
F1-Score untuk dataset tersebut berdasarkan fitur content-based,
time-based, dan user-based. dari pengujian ini diharapkan mene-
mukan nilai default model (sebelum dioptimasi) dan best model
(setelah dioptimasi) menggunakan algoritma Glowworm Swarm
Optimization. Pada tabel 3 merupakan hasil pengujian skenario
1 untuk model ANN default model mendapatkan nilai akurasi 68%,
presisi 70%, recall 68%, dan f1 skor 69%. Kemudian untuk best
model mendapatkan nilai akurasi 76%, presisi 75%, recal 76%,
dan f1 skor 74%.

• Hasil Skenario 2
Pada pengujian kedua ini, kelas-kelas yang tidak seimbang

pada dataset ditangani menggunakan metode undersampling yang
bertujuan untuk menemukan nilai default model (sebelum diopti-
masi) dan best model (setelah dioptimasi) menggunakan algoritma
Glowworm Swarm Optimization. Pada tabel 4 merupakan hasil dari
skenario 2 yang mendapatkan hasil ANN default model dengan nilai
akurasi 60%, presisi 64%, recal 60%, dan f1 score 61%. Sedang-
kan untuk best model mendapatkan nilai akurasi 70%, presisi 77%,
recall 70%, dan f1 score 71%.

• Hasil Skenario 3
Pada pengujian 3 ini kelas-kelas yang tidak seimbang pada

dataset kembali digunakan dan ditangani dengan menggunakan
metode oversampling yang bertujuan menemukan nilai default
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Table 2. Fitur Yang Digunakan

Fitur yang digunakan

Fitur Nama Tipe Data Deskripsi

Content -Based

F1 has hashtag Boolean Tweet mengandung hashtag

F2 has url Boolean Tweet mengandung URL

F3 text length Numerik Panjang teks pada tweet

F4 has image Boolean Tweet tersebut berisi gambar

F5 has video Boolean Tweet tersebut berisi video

TimeBased

F6 is posted in noon Boolean Tweet ini dibuat dari jam 11.0013.00

F7 is posted in eve Boolean Tweet ini dibuat dari jam 18.0021.00

F8 is posted on wee kend Boolean Tweet ini dibuar pada akhir pekan

UserBased

F9 Total of tweets Numerik Total tweet sebelumnya yang telah diposting penggunadi linimasa

F10 No of favourite Numerik Jumlah tweet yang disukai pengguna di linimasa

F11 No of followees Numerik Jumlah orang yang diikuti pengguna

F12 No of follower Numerik Jumlah orang yang mengikuti pengguna

F13 Age of account Numerik Jumlah hari sejak akun pengguna dibuat

Table 3. Hasil Skenario 1

Default Model Best Model

Accuracy 68% 76%

Precision 70% 75%

Recall 68% 76%

F1-Score 69% 74%

Gambar 3. Confusion Matrix - Original Data

model (sebelum dioptimasi) dan best model (setelah dioptimasi)
menggunakan algoritma Glowworm Swarm Optimization. Pada
tabel 5 merupakan hasil dari skenario 3 yang mendapatkan hasil
ANN default model dengan nilai akurasi 58%, presisi 66%, recal
58%, dan f1 score 60%. Sedangkan untuk best model menda-
patkan nilai akurasi 78%, presisi 79%, recall 78%, dan f1 score
78%.

Table 4. Hasil Skenario 2

Default Model Best Model

Accuracy 60% 70%

Precision 64% 77%

Recall 60% 70%

F1-Score 61% 71%

Gambar 4. Confusion Matrix - Under Sampling

Analisis Hasil Pengujian

Hasil pengujian menunjukkan bahwa penerapan Glowworm Swarm
Optimization (GSO) secara keseluruhan meningkatkan performa model
pada berbagai skenario dataset. Pada skenario ketidakseimbangan
dataset, undersampling, dan oversampling, model yang dioptimasi den-
gan GSO menunjukkan peningkatan signifikan dalam semua metrik
performa dibandingkan dengan model default yang memiliki akurasi
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Table 5. Hasil Skenario 3

Default Model Best Model

Accuracy 58% 78%

Precision 66% 79%

Recall 58% 78%

F1-Score 60% 78%

Gambar 5. Confusion Matrix - Over Sampling

sebesar 78% dan F1-Score 78%. Ini mengindikasikan bahwa GSO san-
gat efektif dalam mengatasi ketidakseimbangan dataset, dengan over-
sampling sebagai metode yang paling menguntungkan setelah opti-
masi. Meskipun undersampling juga meningkatkan performa secara
signifikan, hasil optimasi pada dataset yang tidak seimbang menunjuk-
kan pentingnya teknik ini dalam meningkatkan akurasi dan keandalan
model secara keseluruhan.

Kesimpulan
Penelitian ini berhasil mengembangkan model prediksi retweet dengan
menggunakan metode ANNGSO. Hasil penelitian menunjukkan bahwa
penerapan GSO terdapat peningkatan performa model pada berba-
gai skenario dataset. Untuk hasil default model memiliki nilai akurasi
58% dan nilai f1 score 60%, sedangkan untuk hasil ANN-GSO memi-
liki nilai akurasi 78% dan nilai f1 score 78% hal ini menunjukkan adanya
peningkatan performa.
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