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Abstrak

Churn prediction sangat penting bagi layanan berbasis subscriptions seperti KKBOX, yang mana merupakan sebuah strea-
ming music platform terkenal di Asia. Meskipun terkenal, KKBOX menghadapi tantangan signifikan dengan churn customer,
di mana ketika pelanggan membatalkan subscriptions mereka, yang berdampak langsung pada pendapatan dan pertumbu-
han perusahaan. Penelitian ini mengeksplorasi pengembangan model churn prediction menggunakan ensemble machine
learning. Churn prediction membantu mengidentifikasi pelanggan yang kemungkinan akan membatalkan subscriptions
mereka, memungkinkan perusahaan untuk menerapkan retention strategies. Pentingnya topik ini terletak pada implikasi
finansial dan pertumbuhan jangka panjang bagi bisnis. Churn predicition yang efektif dapat secara signifikan meningkat-
kan retention customers, karena mempertahankan hanya 5% dari pelanggan yang ada dapat meningkatkan keuntungan
sebesar 25% hingga 95%. Penelitian ini menggunakan dataset dari KKBOX dan mengimplementasikan berbagai model
machine learning, termasuk logistic regression, SVM, XGBoost, dan LightGBM, untuk memprediksi churn. Solusi ini meli-
batkan data exploration, data preparation, feature engineering, untuk meningkatkan model accuracy. Pada experiment ini
LightGBM unggul dibanding model lainnya, dengan mencapai skor log loss terendah. Model-model ini menyediakan fra-
mework yang kuat untuk churn prediction, dapat meningkatkan retention strategies customers untuk subscription-based
services seperti KKBOX. Experiment selanjutnya dapat mengeksplorasi features lainnya dan tuning hyperparameter untuk
lebih meningkatkan model performances.
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Pendahuluan behavior dengan akurat agar dapat mengambil strategic decision yang
sesuai untuk mempertahankan customer.

Churn prediction melibatkan identifikasi pengguna yang berpotensi
untuk membatalkan subscription mereka, memungkinkan perusahaan
untuk menerapkan rentention strategy. Churn prediction yang efe-
ktif dapat secara signifikan meningkatkan kemampuan perusahaan
untuk mempertahankan pelanggan [1]. Penelitian ini menggunakan
dataset KKBOX yang juga digunakan untuk competition "WSDM -
KKBox's Churn Prediction Challenge’. Pendekatan ini didukung oleh
studi Huang dkk. yang menekankan pentingnya data komprehensif
dalam meningkatkan accuracy prediction [2]. Churn prediction meru-
pakan masalah binary classification problem yang bertujuan untuk
menentukan apakah seorang customers akan churn atau tidak. Dalam
konteks ini, churn dapat didefinisikan sebagai customers yang tidak
memperbaharui subscriptions mereka dalam periode tertentu sete-
lah masa subscriptions mereka berakhir. Metodologi yang digunakan
dalam penelitian ini melibatkan data exploration dan data preparation,
diikuti dengan penerapan berbagai model machine learning, terma-
suk logistic regression, SVM, dan metode ensemble seperti XGBoost

KKBOX, didirikan di Taiwan pada tahun 2005, telah menjadi leading
streaming music platform di Asia, menampilkan lebih dari 40 juta track
dan mencapai lebih dari 10 juta customers di Taiwan, Hong Kong,
Jepang, Singapura, dan Malaysia. Meskipun sukses, KKBOX mengh-
adapi tantangan signifikan terkait dengan "churn” customers, di mana
users menghentikan subscription mereka, yang berdampak langsung
pada revenue dan growth. Memahami dan memprediksi churn custo-
mers penting bagi layanan berbasis subscription seperti KKBOX. Paper
ini mengeksplorasi pengembangan model churn prediction mengguna-
kan machine learning. Churn, merupakan fenomena penting dalam
perusahaan-perusahaan yang bergantung pada customer sebagai
main asset mereka. Ketika customers merasa dissatisfied dengan pro-
duct atau services yang ditawarkan, mereka cenderung untuk berhenti
menggunakan product tersebut. High Churn rate dapat mengakibat-
kan penurunan growth perusahaan secara keseluruhan. Oleh karena
itu, penting bagi perusahaan untuk dapat memprediksi customer churn
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dan LightLGM. Mengkomparasikan model yang berbeda dapat mem-
berikan gambaran masing-masing kelemahan dan keunggulan, yang
mana menjadi salah satu tujuan riset ini [3]. Selain itu, perlu juga untuk
memperhatikan feature engineering dan bagaimana mengatasi data
imbalances untuk meningkatkan model’s accuracy [4]. Dengan mene-
rapkan teknik-teknik canggih ini, penelitian ini bertujuan untuk mem-
bangun model churn prediction yang dapat diterapkan secara practical
dalam business operation streaming music platform. Nilai machine lear-
ning dalam sektor telecomunication, yang memiliki karakteristik serupa
dengan industri streaming music [5]. Secara keseluruhan, paper ini
memberikan kontribusi bagi bidang analitik pelanggan dengan menye-
diakan kerangka kerja untuk churn prediction yang dapat membantu
layanan berbasis langganan seperti KKBOX meningkatkan user retenti-
ons dan mendorong growth. Temuan ini diharapkan relevan tidak hanya
pada case seperti dataset KKBOX tetapi juga bagi sektor lain yang
menyediakan digital content. Vafeiadis dkk. dan Tsai & Lu lebih lan-
jut menekankan potential impact dari model prediction semacam ini
diberbagai industri [6,7].

Latar belakang

Masalah churn bukan hanya masalah finances saja, tetapi juga memiliki
impact besar pada growth jangka panjang sebuah perusahaan. Peneli-
tian dari Harvard Business School menunjukkan bahwa menjaga hanya
5% customers retentions yang ada dapat menghasilkan peningkatan
profitability yang signifikan, hingga 25% hingga 95% [6]. Dengan demi-
kian, mengurangi tingkat churn dapat meningkatkan profitability yang
substansial bagi perusahaan. Pemilihan topik ini sangat relevan dalam
konteks saat ini karena semakin banyak perusahaan yang berusaha
memanfaatkan data untuk meningkatkan strategy customer retentions
mereka. Namun, masih terdapat kesenjangan antara pemahaman kon-
septual tentang churn dan implementasi praktisnya. Oleh karena itu,
experiment ini akan mengisi celah ini dengan mengembangkan model
churn prediction yang dapat membantu perusahaan dalam memutu-
skan langkah-langkah strategis berdasarkan data pelanggan mereka.
Studi-studi terdahulu telah menunjukkan berbagai pendekatan untuk
memodelkan dan memprediksi churn. Sebagai contoh, pada studi oleh
Liao & Chen, mereka menggunakan pendekatan machine learning
untuk mengidentifikasi faktor-faktor yang mempengaruhi churn custo-
mers [7]. Begitu juga, penelitian oleh Verbeke menunjukkan bahwa
predictive model dapat secara signifikan meningkatkan akurasi dalam
mengidentifikasi pelanggan yang berpotensi melakukan churn [8].

Dengan menggunakan algoritma machine learning dan data analy-
tics pada customers historical data, ekperimen ini akan mengem-
bangkan model churn prediction yang dapat membantu perusahaan
untuk lebih efektif dalam menjaga dan meningkatkan basis customers.
Pemilihan metode ini didasarkan pada kemampuan algoritma machine
learning untuk menangani volume data yang besar dan kompleksitas
dari masalah classification churn. Contohnya metode seperti Ensem-
ble methods, seperti bagging dan boosting, dapat mengurangi bias
dan variance, dan mengasilkan performances yang lebih baik pada
cases imbalanced data. Bagging misalnya, dapat mengurangi varia-
nce dengan melakukan averaging dari beberapa models, yang dapat
mencegah overfitting [9]. Boosting mengurangi bias dengan berfokus
kepada data yang sulit diklasifikasikan, yang mana sering melibatkan
minority class samples [10]. Model dari ensemble learning dipilih untuk
jadi acuan pada experiment ini.

Topik dan Batasannya

Competition yang semakin ketat dalam industry streaming music pada
kasus ini KKBOX, telah menuntut platform untuk secara efektif mem-
pertahankan customer mereka. Pada Data train dan test yang ada,
terdapat class imbalances dimana class churn sangat rendah. Untuk
mengatasi masalah ini, sangat penting untuk mengembangkan model
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Table 1. Keterkaitan tujuan riset paper, metrics, hipotesis

No Tujuan Metrics Hipotesis
Log Loss: Model Ensemble
Membangun dan 9 .
; Mengukur Learning diharapkan
mengimplemen- ) oo
. seberapa dekat menunjukkan kinerja
tasikan model " )
L prediciton dengan  terbaik dalam
churn prediction oo
actual value, memprediksi churn
1 menggunakan ) )
(dengan higher dengan akurasi
Ensemble ) S
) penalties tertinggi dan log
Learning dan L
. untuk prediction loss terendah
metode lainnya o salah) dibandingkan
untuk KKBOX, ~ Yard saar 9 .
metode lainnya. dengan metode lain.
Mengidentifikasi

Fitur yang digunakan
dalam prediksi model
diharapkan memiliki

fitur-fitur paling

signifikan yang Importance scores

hi i fe
2 et dgn calures perilaku tertentu
churn pada didalam model )
model Ensemble Learning sesuai dengan
Ensemble metode (XGBoost
i dan LightGBM).
Learning.

churn prediction yang secara akurat melakukan prediksi terhadap
customers behavior khususnya pada dataset yang mengalami class
imbalances pada class target agar dapat mengidentifikasi customers
yang kemungkinan akan akan melakukan churn. Paper ini bertujuan
untuk membangun model churn prediction menggunakan pendekatan
ensemble learning seperti XGBoost,LightBGM dan metode tradisional
machine learning lainnya pada data customers dari KKBOX. Dataset
yang digunakan dalam penelitian ini mencakup table members, tran-
saction, dan user logs. Input utama untuk model ini mencakup fitur
yang behubungan dengan customers seperti registration_date, mem-
bership_expired_date, music_activity_per_users, dan auto_renew. Output
dari sistem ini akan berupa prediction probability of churn (berupa
angka antara 0 dan 1). Performance model akan dievaluasi meng-
gunakan log loss function, untuk memastikan keandalan dan efektivi-
tasnya. Beberapa constraints harus dipertimbangkan dalam penelitian
ini. Dataset yang digunakan pada data train dan test yang tersedia di
WSDM competition hanya terbatas pada periode April dan Mei 2017.
Selain itu, karena keterbatasan hardware, hanya 1-5 juta record dari
tabel user_logs yang digunakan dari total 300 juta record yang ada.
Untuk memastikan perbandingan performa yang lebih adil dan objektif,
3 nilai hyperparameter digunakan per model.

Tujuan

Dalam penelitian ini, penulis membangun model churn prediction
menggunakan ensemble learning dan metode lainnya untuk case stre-
aming music platform KKBOX. Model ini bertujuan untuk memprediksi
customer behaviors, apakah mereka akan churn atau tidak. Model
XGBoost dan LightGBM diimplementasikan sebagai metode utama
karena kemampuannya dalam menangani dataset yang besar dan
kompleks serta memberikan hasil yang baik. Selain itu, kami juga
akan mengevaluasi beberapa metode lain seperti Logistic Regression,
SVM, dan LightLBM sebagai pembanding. Performance model-model
ini akan dievaluasi menggunakan metric log loss, yang mana baik untuk
case imbalance data.

Organisasi Tulisan

Bagian awal dari penelitian ini akan membahas terkait Preproces-
sing dataset KKBOX, dan framework model. Pada bagian kedua,
hasil eksperimen dari berbagai model yang digunakan akan dianali-
sis dan dibandingkan. Kesimpulan dari penelitian ini akan merangkum
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temuan model terbaik untuk kasus ini dan future works dalam konteks
streaming music platforms churn prediction.

Tinjauan Pustaka

Metode ensemble learning, seperti XGBoost dan LightGBM, telah
terbukti lebih unggul dibandingkan dengan algoritma machine lear-
ning tradisional prediction task. Metode ensemble menggabungkan
beberapa machine learning untuk meningkatkan generalizability dan
robustness model. Mereka mengurangi trade-off bias-variance dengan
meratakan atau menggabungkan prediction dari model yang berbeda,
sehingga mengurangi overfitting dan meningkatkan prediction perfor-
maces [11]. Di konteks Churn Prediction untuk subscription-based
services seperti KKBOX, metode ensemble sangat baik dalam menan-
gani hubungan yang kompleks dan nonlinearities yang ada dalam
dataset berskala besar, yang krusial untuk mengidentifikasi dengan
akurat customers yang berisiko untuk churn. XGBoost dan LightGBM
telah menjadi model yang baik untuk churn prediction karena efisien-
sinya dalam menangani dataset berskala besar dan kemampuannya
untuk menangkap dependencies yang rumit antar fitures. XGBoost
mengoptimalkan computatition melalui parallel dan distributed compu-
ting, menjadikannya scalable bahkan untuk dataset yang sangat besar
[12]. LightGBM, disisi lain, menggunakan gradient-based approach
untuk decision tree splitting dan training yang lebih cepat serta peng-
gunaan memory yang lebih rendah dibandingkan dengan traditional
gradient boosting methods [13]. Hal ini membuat kedua model terse-
but sangat cocok untuk churn prediction tasks dimana ukuran dataset,
compultational efficiency dan model interpretability menjadi faktor yang
penting.

Log loss banyak digunakan dalam model churn prediction karena
mengukur accuracy dengan probabilistic predictions. Berbeda den-
gan accuracy yang hanya mempertimbangkan correctness dari class
labels, log loss mengevaluasi confidence dari sebuah predictions den-
gan penalizing models yang untuk predictions yang salah. Metric
ini sejalan dengan business objective untuk memaksimalkan reve-
nue melalui identification yang akurat terhadap potensial churners,
sehingga dapat menghasilkan retention efforts yang personlized [14].

Log Loss

Log loss, atau logarithmic loss, merupakan performance metric yang
umumnya digunakan untuk mengevaluasi keakuratan probabilistic dari
sebuah classifiers. Log loss mengukur prediction yang dibuat oleh
model dengan menghukum classifications yang salah dengan nilai loss
yang tinggi. Semakin kecil nilai log loss, maka semakain baik model
dalam melakukan prediksi probabilities dari setiap records. Menurut
Chen et al. (2019), Log loss memberikan gambaran evaluasi lebih baik,
dimana metric ini mengukur seberapa jauh prediction dari actual value,
bukan hanya correctness dari model. Log Loss didefinisikan dengan
equation (1) berikut.

N

=" [itog (3) + (1 — i) og (1 — i)

Logloss(y,9) = —
M

1=1

Accuracy

Accuracy adalah salah satu metrics yang paling sederhana untuk men-
gevaluasi model classification. Accuracy didefinisikan sebagai rasio
antara instance yang diprediksi dengan benar dan jumlah total instance.
Meskipun Accuracy adalah metrics yang populer, walaupun metrics ini
mungkin bukan pilihan terbaik untuk dataset yang sedang menghadapi
class imbalances. Sebuah studi oleh Kelleher et al. (2020) menekan-
kan bahwa Accuracy bisa menyesatkan ketika dataset memiliki class

imbalances yang signifikan, karena dapat mengabaikan minority class.
Accuracy didefinisikan dengan equation (2) berikut.

TP
Accuracy = 2)
TP+ TN+ FP+ FN

Precision

Precision adalah rasio antara true positive dan jumlah total positive
prediction, baik yang benar (true positive) maupun yang salah (false
positive). Metrics ini mencerminkan akurasi dari positive prediction
yang dibuat oleh model. Precision yang tinggi berarti model membuat
sedikit kesalahan (false positive). Chawla et al. (2018) berpendapat
bahwa Precision sangat penting dalam implementasi dimana false
positives sangat tinggi. Precision didefinisikan dengan equation (3)
berikut.

. TP
Precision = ——— (3)
TP+ FP

Recall

Recall, yang juga dikenal sebagai sensitivitas atau frue positive rate,
mengukur rasio antara predicted positive observations yang diprediksi
dengan benar dan semua actual positives. Recall yang tinggi menun-
jukkan bahwa model berhasil menangkap sebagian besar positive
case. Menurut Lépez et al. (2019), recall adalah metrics penting dalam
skenario di mana kehilangan positive cases dapat berdampak serius,
seperti dalam fraud detection. Recall didefinisikan dengan equation (4)
berikut.

TP
Recall = ——— 4)
TP =FN

F1 Score

F1 Score adalah rata-rata harmonik dari precision dan recall, yang
memberikan keseimbangan antara keduanya. Metrics ini sangat ber-
guna ketika berhadapan dengan imbalances dataset, karena mem-
pertimbangkan baik false positive maupun false negative. Powers
(2020) menjelaskan bahwa F1-score adalah metrics yang lebih infor-
matif ketika diperlukan satu angka untuk menyampaikan keseimbangan
antara precision dan recall. F1 Score didefinisikan dengan equation (5)
berikut.

Precision - Recall
F1Score =2+ ——M———— 5
Precision + Recall ®
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Gambar 1. System Flow Preprocessing and Modelling

Metodologi Penelitian

Pada experiement ini, sistem terbagi menjadi beberapa bagian, yaitu
Preprocessing dan Modelling. Pada tahap preprocessing, feature engi-
neering dilakukan untuk memersiapkan data train dan test model.
Setelah itu, kami melakukan model fitting pada 4 model dan mengukur
log loss dari masing-masing model, untuk mendapatkan model.

Data Sources/Acquisition

Dataset yang tersedia pada Kaggle terdiri dari 5 bagian, yaitu Train,
Test, Members, Transaction, dan User Logs. Data ini berasal dari data-
set KKBOX yang tersedia di Kaggle, digunakan untuk memprediksi
churn dalam streaming music platform. Pada bagian ini, kami mela-
kukan Exploratory Data Analysis (EDA) untuk memahami struktur fitur
setiap tabel dataset dan mengevaluasi presentase churn dari setiap
dataset yang akan menjadi input model.

Data Preprocessing

Pada tahap ini, kami melakukan feature engineering untuk pada 3 table,
yaitu members, Transactions, dan user logs.

1.User Logs Transformation
Pada dataset members dilakukan Label encoding, untuk mengubah
feature categorical seperti gender (male, female) menjadi numeri-
cal value (1, 2) agar model machine learning dapat memprosesnya.
Pada table 2, dapat dilihat transformed gender diubah dari “female”
menjadi “2”.

2. Transaction Transformation
Pada dataset transactions dilakukan Feature Expansion adalah
proses yang melibatkan pembuatan features baru ( is-discount
dan membership_duration) dari feature yang sudah ada untuk
memberikan lebih banyak informasi dan berpotensi meningkat-
kan performance model machine learning. Seperti dapat dilihat
pada table 3, terdapat feature "is_discount” yang didapat dari seli-
sih feature “actual-amount_paid” dan “plan_list_price”, dan feature
"membership_duration” yang didapat dari selisih feature "member-
ship_expire_date” dan "transaction_date”.
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Table 2. Members dataset sample, and label encoding gender

msno city bd gender Trans- regis- regis-
formed tered tration
Gender via

Rb9UwL 1 0 NaN 0 11 20

QTrxzBV

tJonkh+O 1 0 NaN 0 7 20

1CA796

cV358ssn 1 0 NaN 0 11 20

7a0f7jz0

9bzDeJP6 1 0 NaN 0 11 20

sQodK73

WFLY3s7 6 32 Female 2 9 20

z4EZsie

3.User Logs Transformation

Pada dataset user logs, dilakukan aggregating dan pembuatan fea-
tures hasil aggregation. Hal in dilakukan dengan aggregate function
pada record user logs, dan menghitung beberapa statistis per peng-
guna (seperti sum, count, std, mean, min, dan max) untuk berbagai
kolom (num_25, num_50, num_75, num_985, num_100, num_ung,
total_sec). Proses ini sangat penting untuk mengubah data mentah
menjadi format terstruktur, yang bagus untuk model machine lear-
ning. Pada experiment ini, digunakan chunking untuk 5 juta data dari
300 juta data. Table 4 di bawah ini menujukkan kondisi awal user
logs, dan table 5 adalah hasil aggregation.

Developing Predictive Models

Pada tahap ini, kami melakukan fitting model menggunakan dataset
yang telah diproses sebelumnya. Kami menggunakan empat algori-
tma supervised machine learning untuk memprediksi variabel is_churn,
yaitu XGBoost, Linear Regression, SVM, dan LightGBM. Proses ini
meliputi membangun split holdout validation, mendefinisikan parame-
ters default untuk masing-masing model, dan melakukan training setiap
model menggunakan data yang telah preprocessing. 4 Model ini akan
dikomparasikan satu sama lain menggunakan metrics Log Loss untuk
mengukur probabilistic prediciton, accuracy, precision, recall, dan F1-
Score. Hasil terbaik dari semua metric akan dipilih untuk melakukan
prediction dataset test.

Hasil dan Pembahasan

Dalam studi ini, kami bereksperimen dengan empat machine lear-
ning algorithms: XGBoost, LightGBM, logistic regression, and Support
Vector Machine (SVM) (i.e. pada kasus ini menggunakan Linear SVC,
untuk mempersingkat computation).

Hyperparameter

Dalam konteks logistic regression digunakan parameter alpha (0.0001,
0.001, 1), dimana biasanya merujuk pada regularization parameter.
Parameter ini mengontrol jumlah regularization yang diterapkan untuk
mencegah overfitting. Regularization membantu menjaga model tetap
sederhana dan lebih dapat digeneralisasi dengan memberikan penalti
pada koefisien yang besar. Pada experiment ini, skor log loss teren-
dah didapat ketika menggunakan regularization yang sangat kecil (
a = 0.0001 ). Pada model SVM Linear digunakan parameter C
(0.01, 1, 10). Parameter ini mengontrol trade-off antara margin yang
besar dan accuracy classification pada data training. C yang lebih
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Table 3. Transactions dataset sample, and feature expansions

msho payment payment plan actual is- trans membe is_ member
_method _plan list amount auto action rship discont shp_
_id _days _price _paid renew _date _expire duration
_date
YyO+tl ZtAX 41 30 129 129 1 20150930 20151101 O 171
AZtu6 WIOgPo 41 30 149 149 1 20150930 20151031 O 101
UKDFI9 7Qb6 41 30 129 129 1 20150930 20160427 O 9497
M1C56i jxozN 39 30 149 149 1 20150930 20151128 O 198
yvjzyB Uaqdb 39 30 149 149 1 20150930 20151121 0 191
Table 4. User Logs dataset sample lebih banyak iterasi. Max Depth, Kedalaman maksimum dari tree. Nilai
msno date nu nu nu nu nu nu total_ yang lebih tinggi membuat model lebih kompleks. Min Child Samples,
m_ m  m m_ m_ m_ secs Jumlah minimum data poin yang dibutuhkan disetiap leaf. Parameter

25 50 75 985 100 ung
u9E9 201 8 4 0 1 21 18 630

1QD 703 9.2
TvH 31 73
nTeW 201 2 2 1 0 9 11 239
W/eO 703 0.6
ZA 30 99
2Uq 201 52 3 5 3 84 110 232
kWX 703 03.
wZbl 31 337
ycewl 201 176 4 2 2 19 191 710
c+m 703 0.4
200 31 54
EGc 201 2 1 0 1 112 93 284
bTof 703 01.
(O8] 31 558
Ok

kecil mendorong margin yang lebih besar (model yang lebih sederh-
ana), sementara C yang lebih besar bertujuan untuk mengklasifikasikan
semua contoh pelatihan dengan benar. Skor log loss rendah dengan
menggunakan C = 10, yang menunjukkan bahwa nilai C yang lebih
tinggi, yang memungkinkan model lebih fokus pada mengklasifikasikan
instances dengan benar.

Pada model XGBoost, parameter yang digunakan yaitu Learning
Rate (3, 7, 11), Max Depth (0.01, 0.1, 0.3), dan Min Child Weight (1,
5, 7). Learning Rate, mengontrol seberapa besar learning step pada
setiap iterasi saat bergerak menuju minimum dari loss fuction. Nilai
yang lebih kecil membuat model lebih robust tetapi memerlukan lebih
banyak pohon. Max Depth, yaitu maksimum kedalaman tree. Menaik-
kan nilai ini membuat model lebih kompleks dan mampu mempelajari
pola yang lebih detail, tetapi juga lebih rentan terhadap oveffitting.
Min Child Weight, merupakan jumlah minimum dari bobot setiap insta-
nce (hessian) yang dibutuhkan disebuah child. Nilai yang lebih tinggi
mencegah model dari mempelajari pattern yang mungkin sangat spesi-
fik untuk sampel instances tertentu yang dipilih untuk sebuah tree. Log
loss terbaik dicapai oleh kombinasi Learning Rate: 0.1, Max Depth:
7, dan Min Child Weight: 1, dimana parameter ini membantu dalam
menangkap pola yang diperlukan tanpa mengalami overfitting. Pada
model LightGBM, digunakan parameter Learning Rate (0.01, 0.1, 0.2),
Max Depth (3, 7, 15), Min Child Samples (5, 10, 20). Learning Rate,
mirip dengan XGBoost, parameter ini mengontrol seberapa besar lear-
ning step langkah pada setiap iterasi. Nilai yang lebih kecil memerlukan

ini digunakan untuk mengontrol overfitting. Log loss terbaik dicapai
oleh kombinasi Learning Rate: 0.1, Max Depth: 15, Min Child Sam-
ples: 20. Kombinasi ini mencapai log loss terendah, yang menunjukkan
bahwa ini adalah parameter dengan kinerja terbaik, seimbang antara
kompleksitas model dan generalization.

Hasil Komparasi Experiment

Metode evaluation metric yang digunakan untuk membandingkan per-
formances model-model ini adalah log loss, yang mengukur accuracy
dari probabilistic predictions. Nilai log loss yang lebih rendah menunjuk-
kan performances model yang lebih baik. Evaluasi dilakukan pada Train
set dan holdout validation set untuk melihat perfomances prediction
dari setiap model. Pada table 6 di atas, penggunaan holdout validation
digunakan sebagai set yang memperlihatkan bagaimana perfomances
model pada data yang memiliki class 0 (not-churn) dan 1 (churn).
LightGBM menunjukkan kinerja superior dengan nilai log loss yang
sangat rendah. Hasil ini menunjukkan bahwa algoritma gradient boo-
sting sangat cocok untuk dataset dan masalah yang dihadapi karena
kemampuannya untuk memodelkan hubungan non-linear pada kasus
KKBOX churn prediction. Sebaliknya, logistic regression dan SVM
menunjukkan nilai log loss yang lebih tinggi, yang mengindikasikan
kinerja yang lebih buruk dibandingkan dengan XGBoost dan LightGBM.
Pada tabel 7 holdout validation data, (di mana terdapat kelas 0 dan 1)
XGBoost dan LightGBM menunjukkan kinerja yang mirip dan superior
dengan precision, recall, dan F1-score yang tinggi untuk kedua kelas
(0 dan 1), serta accuracy sebesar 0.98. Logistic Regression berkinerja
baik untuk kelas 0 tetapi gagal untuk memprediksi kelas 1, dengan F1-
score 0.00. SVM menunjukkan kinerja yang kurang baik untuk kelas 1
dengan F'1-score yang jauh lebih rendah, yaitu 0.69. Secara keseluru-
han, LightGBM adalah model yang paling andal dalam perbandingan
ini, sementara Logistic Regression dan SVM menunjukkan keterba-
tasan, terutama dalam menangani ketidakseimbangan kelas. Pada
test set, LightGBM akan digunakan untuk melakukan final predictions
karena memberikan Log loss terendah pada holdout validation set, dan
nilai Accuracy paling tinggi.

Analisis Hasil Test Set

Pada table 8, LightGBM menunjukkan kinerja yang baik pada Test
Dataset untuk Kelas 0 (Non-Churned Customers), dengan precision
sebesar 1.00, recall sebesar 0.96, dan F1-Score sebesar 0.98. Namun,
model ini sepenuhnya gagal memprediksi Kelas 1 (Churned Custo-
mers), seperti yang ditunjukkan oleh precision, recall, dan F1-Score
yang semuanya 0.00. Sebaliknya, pada Holdout Validation Set, yang
mengandung kedua kelas (0 dan 1), kinerja model lebih seimbang di
kedua kelas, dengan Kelas 1 mendapatkan F7-Score sebesar 0.89, dan
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msno date date num_2 num_2 num_2 num_5 num_5 num_7
min _max 5sum 5count 5mean O.sum O.mean 5._sum

rxIP2f 2015 2015 75 13 5.76 11 0.84 6

2aNor 0326 0716 9231 6154

yxXiEW 201 2017 315 78 4.03 119 1.52 82
50 84 564

wE9VP 1052 0111 18 18 621 9 10.5 10

NxIsSL 0151 2017

WOUJK 201 0125

XF9c

/TeeLZ 2015 2017 89 24 3.70 28 1.16 14

1zFg+x 0803 0201 8333 6667

S64i

oy2721 2015 2016 167 60 2.78 90 1.5 83

XIrBu 0205 0727 3333

Table 6. Algorithm performances on Log Loss scoring

Log loss Scoring

Algorithm Method ~ T1ain  Holdout
set Validation
set
XGBoost 0.041 0.049
LightGBM 0.044 0.047
Logistic Regression  0.320 0.319
SVM 0.367 0.367

Table 7. Algorithm performances on Precison, Recall, F1-Score, and Accu-
racy

Holdout Validation set

Algorithm
Method Class Preci Recall F1- Overall
sion Score  Accuracy
0 0.99 0.99 0.99
XGBoost 0.98
1 0.87 0.89 0.88
0 0.99 0.99 0.99
Light GBM 0.98
1 0.88 0.91 0.89
Logistic 0 0.91 1.00 0.95 0.91
Regression 1 0.00 000  0.00 '
0 0.96 0.99 0.98
SVM 0.95
1 0.89 0.57 0.69

Kelas 0 yang mendekati 0.99. Perbedaan dikarenakan distribusi class
yang berbeda antara dataset. Test Dataset hanya terdiri dari instance
class 0, yang menyebabkan LightGBM mengoptimalkan secara eksklu-
sif untuk class ini, tetapi gagal untuk class 1. Sebaliknya, Holdout
Validation Set mencakup distribusi yang lebih seimbang dari kedua
class, memungkinkan LightGBM untuk menunjukkan performa dalam
memprediksi pelanggan yang churned dan yang tidak secara efekitif.
Score 0 untuk class 1 pada Test set terjadi karena model tidak memiliki
kesempatan untuk belajar atau memvalidasi contoh-contoh dari kelas
tersebut dalam Test Dataset.

Pada Test Dataset, log loss sebesar 0.1068 relatif tinggi, menunjuk-
kan probability calibration yang buruk, terutama untuk class 1. Karena

Table 8. LightGBM performances on both Test and Validation set

Test Dataset Holdout ValidationSet
Class Preci Re F1- Preci F1-
sion call Score sion Re Score
call
0 1.00 0.96 0.98 0.99 0.99 0.99
1 0.00 0.00 0.00 0.88  0.91 0.89
Accu 0.96 0.98
racy
Log 0.1 0.0
loss 068 470

model tidak memprediksi instance class 1, probabilitas untuk kelas ini
kemungkinan sangat rendah, yang menyebabkan log loss lebih tinggi
meskipun kinerja untuk class 0 sangat baik. Sebaliknya, Holdout Vali-
dation Set memiliki log loss yang jauh lebih rendah sebesar 0.0470,
mencerminkan estimasi probabilitas yang lebih baik di kedua kelas.
Kemampuan model untuk memprediksi class 17 dengan akurat dalam
validation set berkontribusi pada log loss yang lebih rendah, karena
model dapat mengidentifikasi pelanggan yang berhenti berlangganan
dan yang tidak.

Kesimpulan

Eksperimen kami menunjukkan bahwa LightGBM adalah algorithms
yang paling efektif untuk kasus streaming music platform, terutama
KKBOX. Dngan nilai log loss yang jauh lebih rendah (0.047) diban-
dingkan dengan XGBoost (0.049) Logistic Regression (0.319) dan
SVM (0.367). Performance yang baik dari gradient boosting algorithms
menunjukan performance yang baik dalam menangani complex pat-
terns dan imbalances class data. Future work dapat lebih fokus untuk
membangun lebih banyak features tambahan untuk lebih meningkatkan
model performances, karena LightGBM telah menunjukkan performa-
nces yang sangat baik dalam menangani berbagai features, dan model
bossting cukup baik dalam mengatasi jumlah feature yang banyak.
Selain itu, tuning hyperparameters dari model-model ini dapat mengh-
asilkan hasil yang lebih baik. LightGBM merupakan metode boosting,
yang mana rentan untuk overfitting. Maka experiment setelah ini juga
bisa dilakukan dengan pendekatan Ensemble Learning lain seperti
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Bagging dan Stacking yang baik dalam mengatasi overfitting, yang
mana hal tersebut adalah kekurangan dari model boosting.
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